


The ChatGPT technology has insufficient safeguards and �(���E  used as a tool to develop 
phishing schemes, compromise business emails, write and share malware code, and redirect 
people to malicious websites. While OpenAI alleges having safeguards in place to mitigate 
these risks, use cases demonstrate that malicious users can get around those safeguards by 
posing questions or requests differently to obtain the same results. Use of ChatGPT poses a 
risk of security breaches or incidents associated with data entered the tool by users, to include 
controlled unclassified information (CUI), proprietary government data, regulated Food and 
Agriculture (FA) sector data, and personal confidential data. 

Lastly, use of ChatGPT responses may render misleading and incorrect response information, 
as the tool responses are not validated nor regulated by the federal government.   

The assessed risk impact is HIGH. 

Recommendation: Effective with the date of this memorandum, the recommendation is to prohibit 
the use of ChatGPT on all USDA networks and replace with secure approved products.  
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